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King networks were proposed as higher degree alternatives to 2D tori and
meshes. These networks offer improved throughput and latency with minimum
distance routing in benign traffic patterns. As a solution to performance prob-
lems in adverse traffic pattern of the minimal routing, this article presents a
missrouting solution. It uses two parameters to control the generation of rout-
ing tables. Using the paths on these tables, packets reach their destination nodes
through non-minimal paths, without deadlock, livelock or starvation. Optimal
values for the parameters are empirically determined. This routing strategy
slightly improves the throughput while hardly increasing the base latency and
extending the linear behaviour of the network. Experimental results confirm
the good properties of this algorithm compared to minimal routing and Valiant
algorithms.

1 Introduction

Interconnection networks are becoming fundamental part of any modern com-
puter. Their design heavily conditions the performance of the computers built
around them. Therefore they receive constant attention in the literature[?].

King networks were proposed as a compromise between high-radix indirect
networks and low-radix direct networks. They are eight-degree evolutions of
well known two-dimensional networks, meshes and tori. Previous studies re-
vealed their tantalizing topological properties, such as low diameter, average
distance and high bisection bandwidth[?]. Other interesting properties include
straightforward partitioning and resource placement. There is a folding scheme
to avoid scalability problems with wrap-around links. And also, their suitability
for fault tolerant applications was studied in [?].

Although several minimal routing algorithms were proposed with different
degree of success, none seemed able to exploit the full potential of king networks.
With uneven traffic distributions, the apparition of hotspots caused partial con-
gestion of the network while leaving areas unused, limiting its performance.

This paper proposes a misrouting scheme for king networks, denoted Kingεδ,
that is based on source routing. Thus, the capability of the packets to diverge
from the minimum path is set at injection time. This will allow packets to flow
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through unused areas of the network and reduce the negative effect of uneven
traffic. The use of non-minimal paths increases the individual delay of the pack-
ets, but a better load-balance is achieved and therefore, the overall performance
is improved. Moreover, since it uses source routing, it avoids starvation and
livelock, which are common problems misrouting techniques have to address
[?].

Particularly, the main achievements of the present paper are:

• A new source misrouting technique for king topologies is proposed. This
method is deadlock-free and avoids communication anomalies such as
packet livelock and starvation. The proposal is defined by two param-
eters, one influences the balance of the links in different directions, while
the other limits the wandering of the minimal distance path.

• A complete study of the effects on performance of both parameters. As a
conclusion it gives the best values for the parameters as a function of the
diameter of the network.

• Finally, it shows an implementation of the misrouting mechanism based
on lookup tables. The implementation design rules out the possibility
of communication anomalies, like deadlock, livelock or starvation. With
this implementation a full evaluation of the proposed mechanism has been
carried out and a discussion of the experimental results is presented.

The Kingεδ routing algorithm has been tailored to exploit the topological
richness of king topologies [?, ?]. These were conceived as a higher degree evolu-
tion of the classic 2D mesh and torus. These topologies have added links allow
packets to advance in eight directions like the king on a chessboard. Thus, they
double the degree (or radix) of their 2D counterparts. Nevertheless, they still
present a straightforward layout. Furthermore, they exhibit excellent topolog-
ical properties such as high throughput, low latency, easy partitioning, good
scalability and fault-tolerance properties. The use of topologies with diagonal
links has been considered in the past, in the fields of microprocessor design [?],
FPGAs [?] and interconnection networks [?]. Also mesh and toroidal topologies
with added diagonals have been considered, both with degree six [?, ?, ?] and
eight [?].

Misrouting is not a novel idea. Through the years different authors have
proposed solutions to the load-balance vs. latency increase trade-off. Chiefly
among them is the well known Valiant routing [?], which selects a random in-
termediate destination for each packet. It gives a very good load-balance at the
cost of doubling the average latency. In addition, the arbitrary change of direc-
tion produced at the intermediate node usually complicates the implementation
of deadlock avoidance mechanisms. More modern proposals [?] [?], offer better
latency but have to make concessions to avoid deadlocks.

The Kingεδ algorithm increases the path diversity of the minimal routing
by using tables. The packets obtain a specially constructed routing record
from the table that allows them to wander from the minimal path. This is
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implemented as a replacement of the routing record generation algorithm, and
does not require further changes in the router logic. Routing tables have been
widely used in the literature, both in system networks [?] and NOCs [?, ?].
Deadlock avoidance is achieved by using the Adaptive Bubble Router(ABR)
[?], which will be explained in section 3.3.

The remainder of this paper is organized as follows. Section 2 outlines some
fundamentals of king networks. Then Section 3 explains the Kingεδ proposal
and its implementation features, as well as the selection of the optimal values
for the algorithm parameters. Finally Section 4 shows an evaluation, followed
by conclusions and future lines of research.

2 King Torus Network

In [?] king networks were introduced and a first performance evaluation under
different traffic patterns was presented. This section presents a summary of the
king networks and their distance properties, as well as the bisection bandwidth
and path diversity.

As usual, networks are modeled by graphs, where graph vertices represent
processing elements and edges represent the communication links among them.
The king torus network can be seen as a square 2D torus with extra diagonal
links that turn the four degree torus into an eight degree network. In the
next definition we give the formal description of the topology, and a graphical
representation of this network is shown in Figure 1. As it can be observed, three
different kind of links compose king networks. On one hand, the orthogonal
links (directions X and Y ) form a 2D torus. On the other hand, diagonal
links (directions Z and T ) form two disconnected components of the graph.
Altogether, the three graphs shown in the figure form the king torus network.

Figure 1: King torus network of side 8.
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Definition 1 Let s be a positive integer. Then, the king torus network of side
s, denoted as KTs, is defined as the graph such that:

• The set of nodes is {(x, y) ∈ Z× Z | x, y = 0, . . . , s− 1},

• Any node (x, y) is connected to the eight different nodes:

(x, y)± (1, 0),±(0, 1),±(1, 1)± (−1, 1) (mod (s, s)),

where (mod (s, s)) means to take modulo in each component, that is,
(x, y) (mod (s, s)) = (x (mod s), y (mod s)).

Although nodes are labelled by means of two-dimensional vectors, we will
consider this network as four-dimensional, since there are links in four different
directions. Therefore, we will call to any link obtained by ±(1, 0) a link of
direction X, ±(0, 1) a link of direction Y , ±(1, 1) of direction Z and ±(−1, 1)
of direction T .

Topological properties are usually considered as a first indicator of the net-
work behavior. In Table 1, expressions for the diameter, average distance and
bisection bandwidth of both torus and king torus networks are shown. Note
that these parameters are widely known for torus networks, [?], while the dis-
tance properties of king torus were presented in [?], and its bisection bandwidth
was first calculated in [?]. As it can be seen, the effect of doubling the degree of
the torus network to obtain the king torus produces a clear improvement of the
topological properties. First, the diameter is halved while the average distance
is decreased in a factor of 2

3 ≈ 0.67. Theses values predict smaller maximum
and average delays in ideal situations. Moreover, king torus network doubles
the number of links of its degree four counterpart but triplicates its bisection
bandwidth, which represents an upper bound for throughput under uniform
traffic.

Network Ts KTs

Diameter s b s2c

Average Distance s
2

s
3

Bisection Bandwidth 4s 12s

Table 1: Topological Parameters

3 Routing over King Torus Networks

This section presents an alternative routing scheme over king networks. Its key
idea is balancing the use of links of different directions by allowing misrout-
ing. As a consequence, this routing scheme will exploit all the path diversity
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available in king torus networks. The first subsection recalls how to route over
king networks using minimum paths. While the second, presents the Kingεδ
algorithm.

3.1 Minimal Path Routing

Routing in direct networks is usually done with algorithmic routing. That is,
when a packet is injected, the path that lead to the destination will be computed
using a simple algorithm or routing function. This will be coded into a vector,
or routing record, with integer components. In common direct networks, like
hypercubes or k-ary n-cubes, each component indicates the number of hops that
must be made in each dimension to reach the destination. This routing record
can be processed in a precise order, forcing packets to follow a specific path, or in
any order, which gives packets a limited ability to adapt to local congestion. In a
side s 2D torus, this routing record is calculated by subtracting the coordinates
of the destination and source nodes, and applying modulo s to each component.
However, nodes in a king torus are also labelled by two component vectors,
but there are four possible travel directions, then let us concrete in the next
definition what a routing record means in this context.

Definition 2 Let a and b be two nodes of KTs. A four-dimensional integer
vector (∆X ,∆Y ,∆Z ,∆T ) is called a routing record for nodes a and b if any path
from node a obtained by ∆X jumps in direction (1, 0), ∆Y jumps in direction
(0, 1), ∆Z jumps in direction (1, 1) and ∆T jumps in direction (1,−1) reaches
node b. Moreover, this routing record is called minimum if |∆X |+ |∆Y |+ |∆Z |+
|∆T | equals the minimum distance between nodes a and b.

Two different approaches for minimum routing calculation in king torus were
considered in [?]. The first one was named Knaive and obtained minimum rout-
ing records with at most two non-zero components. This can be done since any
two nodes can be joined with minimum distance using at most two directions:
one orthogonal and another diagonal. The virtue of this algorithm is that it bal-
ances the use of all directions, giving best results in uniform traffic. However,
experiments with adverse traffic patterns showed the performance of Knaive was
not as good as expected. The reason for this was that it did not exploit all the
path diversity available in the king network.

To this aim an enhancement of Knaive, named EKnaive, was developed that
used routing records with three non-zero components. This can be done by
applying the notion that two jumps in one orthogonal direction (X or Y ) can
be replaced by a jump in Z plus one in T without altering the length of the
path. Routing records using this algorithm were still minimum and gave more
path diversity but not all that is available, and it did not show the same the
balance exhibited by Knaive.
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3.2 Misrouting over King Networks

Two basic ideas are contained in this subsection. The first is trying to balance
the use of all the directions, as it was observed with EKnaive that balance is
important for uniform and other benign traffic patterns. To achieve this it is
desirable that the absolute value of the components in the routing records as
close as possible. The second idea is to equilibrate the use of all the network
by allowing non-minimum routing records, that is, to perform misrouting to
balance use of the links. These concepts are formally described in the following
definition.

Definition 3 Let ε, δ be two positive integers. Let a and b be two nodes of KTs
at a minimum distance d. Let (∆X ,∆Y ,∆Z ,∆T ) be a routing record of the
nodes a and b. Then,

• The routing record is said to be ε-balanced if:

||∆X | − |∆Y ||, ||∆X | − |∆Z ||,
||∆X | − |∆T ||, ||∆Y | − |∆Z ||,
||∆Y | − |∆T ||, ||∆T | − |∆Z ||,

≤ ε,

• The routing record is said to be δ-diverted if

|∆X |+ |∆Y |+ |∆Z |+ |∆T | ≤ d+ δ.

First of all, note that any ε-balanced 0-diverted routing record gives mini-
mum paths. Therefore, the search for ε-balanced routing records would include
the two previous minimal options, that is, Knaive and EKnaive routing algo-
rithms. However, as we will show in the results section, better performance
is obtained when misrouting is allowed. Hence, for a king torus network this
paper explores more suitable values of ε and δ so that a better performance in
different traffic configurations can be obtained.

A preliminary study of 3-balanced routing tables was considered in [?]. As
it will be shown in the following section, selecting ε = δ = d

2 , where d denotes
the diameter of the king network, gives the best trade-off between latency and
throughput.

Both, ε and δ represent the two ideas presented at the beginning of the
subsection. The ε parameter represents the component balance. The smaller
the ε, the more balanced are the components, thus increasing the possible paths.
Therefore, especially in adverse traffics, the profitable channels are increased and
traffic is spread over a wider are of the network. Whereas, increasing δ allows
packets to wander farther from the minimum distance path, therefore allowing
potentially empty areas of the network to be used.

Finally, the following example illustrates how this new technique entails an
increase of the path diversity between a pair of nodes. Consider nodes (0, 0)
and (13, 14) in KT16. For three different configurations of ε and δ we have
considered all the ε-balanced δ-diverted routing records between both nodes.
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Then, in Table 2 the average path diversity obtained thanks to these routing
records is shown. Note that a different choice of ε and δ implies an increase of
the average number of paths between any pair of nodes. In the next section will
show how this increase translates to great performance gains.

(ε, δ) (3, 0) (4, 5) (6, 7)

Average path diversity 0.89× 104 0.46× 106 0.98× 106

Table 2: Average path diversity

3.3 Routing Implementation

In this subsection the technical aspects of the routing implementation are dis-
cussed. King networks are vertex-symmetric graphs. In an intuitive way, this
means that the appearance of the network from a vertex is the same for any
other vertex. Therefore, calculating routing records depends on the relative po-
sition of the destination node from the source node, rather than the absolute
positions of nodes themselves. As this algorithm relies on tables, the vertex
symmetry of the network means that there is only one table, of which every
node has a copy. Note that the table is calculated off-line once for each network
size.

Given the network dimensions, the table is defined by the two parameters, ε
and δ, and is indexed by the relative position of the destination node. For each
node there is a set of possible ε-equilibrated and δ-diverted routing records that
are chosen at random when the packets are injected.

To find the best value for the parameters, an initial evaluation of all the
tables with 0 ≤ ε ≤ d and 0 ≤ δ ≤ d, were d is the diameter of the network, was
performed. After observing the results, the scope was thought wide enough, as
local maximums were found. The results for individual traffic patterns showed
a performance improvement in all traffic patterns except uniform, as will be
explained later.

From the above exploration it was concluded that, as the parameter values
increase, the performance in adverse traffic patterns improves, but the average
latency also increases. Analysing these results in detail allows selecting values
for both parameters that maximise the throughput and minimise the latency.
These values were found to depend on the diameter d of the network, ε = δ = d

2 .
An interesting conclusion from this study is that the more adverse a traffic

pattern is, the more significant is the improvement with large ε and δ. For
instance with transpose traffic pattern the best results were obtained with ε =
δ = d.

One concern related to the implementation of tables is their size. Presently
the selected tables have a large amount of entries per destination in order to
attain maximum path diversity. This is impractical, so a way to reduce the size
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was required. The method devised to reduce the size was to choose a subset of
the entries of a table at random , such that the resulting table had a precise
average number of entries per destination, or multiplicity. The selection was
made ensuring that each destination had at least one entry. Then, tests were run
to explore the performance vs. multiplicity trade-off. As can be seen in figure
2, the performance stabilises as the multiplicity increases. For the experiments
a value of eight was chosen, since it gave acceptable results with reasonable
table sizes. For example, multiplicity eight tables for 16× 16 networks have 255
destination nodes, and that an entry can be packed in two bytes. Then, the
total size of the table is almost 4KB. However, slightly better performance can
be achieved with larger tables.
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Figure 2: Representation of throughput vs. table multiplicity in a 32× 32 king
torus. The traffic pattern is uniform and load is 0.6 phits/cycle/node.

The flow control mechanism emploied is Virtual Cut-Through, with virtual
channels. Through the use of ABR, the router needs only two virtual channels,
and therefore two queues per physical link. One is used for adaptively routed
packets and the other for statically routed ones. In ABR, the static virtual
channels are managed under dimension-order routing (DOR), constituting a
safe virtual network in which packet deadlock never occurs[?]. The remaining
virtual channels are configured as a fully adaptive virtual network in which
packet deadlock is not a concern. As long as there are available adaptive queues,
ABR always routes packets through the adaptive network. Safe queues are only
requested when all the profitable adaptive queues are full. This routing/flow-
control mechanism is used by IBM BlueGene supercomputers [?].

4 Evaluation

In this section we present the experimental evaluation carried out to verify the
better performance and scalability of the proposed misrouting approach. This
is done by comparing with the Knaive arithmetic routing and the well known
Valiant algorithm [?]. The evaluation will show the advantages of using Kingεδ
technique selecting ε = δ = d

2 against the aforementioned algorithms. This
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study has been made with 16 × 16 and 32 × 32 networks. Although only the
results for 32 × 32 are shown, similar conclusions can be extracted from the
results of 16× 16 networks.

All the experiments have been done on a functional simulator called INSEE[?].
The router model is based on the bubble adaptive router presented in [?] with
two virtual channels. An important factor in the evaluation of networks are the
traffic patterns. The evaluation has been performed with synthetic workloads
using typical traffic patterns. These were applied on the networks by injecting
packets of 8 phits at a constant rate, or load, measured in number of phits per
cycle per node. To ensure the validity of the results, measurements of perfor-
mance parameters were taken only when the network reached a steady state.
The increased degree of some topologies theoretically allows the throughput to
rise above one phit per cycle per node. In order to take advantage of this,
each router had up to three injectors per node. The metrics considered are
throughput, average latency and also maximum latency.

Figures 3 and 4 show the results in 32 × 32 networks, thus selecting ε =
δ = 16

2 = 8, when stressed with well known traffic patterns. The tables used
have multiplicity eight as was explained in section 3.3. The values measured are
throughput and latency vs. increasing load. As will be shown, the behaviour of
the different algorithms is clearly divided in two tendencies. First, in uniform
and reversal traffic patterns the best performance is obtained with minimum
distance routing, these patterns are considered benign. Second, the remaining
traffic, are considered adverse and therefore benefit from the misrouting tech-
niques.

It is known that uniform and reversal traffic patterns naturally balance the
use of all the network resources and hotspots do not appear. In addition, it
has been shown that the Knaive routing does not disturb this equilibrium[?].
Then, although the misrouting approaches are also balanced, they force each
packet to stay longer in the network, so throughput can not be as high as with
a minimal routing. Furthermore, uniform traffic rarely occurs in real situations
and the bursty nature of applications do not usually force networks to operate
in a sustained saturation.

The Valiant algorithm completely randomizes the communication indepen-
dently of the used traffic pattern. So it is assumed that it gives an upper bound
for the througput in adverse traffic patterns. Consequently the graphs show
that this algorithm always reaches the best throughput in these traffic patterns.
It is noticeable that the technique presented in this paper always improves on
the minimum distance routing.

The advantage of the Valiant algorithm in throughput is obtained at the
expense of doubling the average distance of the packets, and therefore increasing
the latency. The diminished throughput of our proposal is a tradeoff of its
benefits. Namely, that the average distance is only increased in 50%, thus the
latency increase is much smaller. Especially at low loads, which is the most
common scenario, the latency is almost equal to that of Knaive. Furthermore,
the asimptotic growth of the latency occurs at higher loads than the best of the
other algorithms.
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Figure 3: Throughput and latency comparison of Kingεδ with Knaive Valiant
on a 32× 32 king torus under various traffic patterns.

10



 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0  0.1  0.2  0.3  0.4  0.5  0.6

T
h

ro
u

g
h

p
u

t 
(p

h
it
s
/n

o
d

e
/c

y
c
le

)

Load (phits/node/cycle)

Throughput for tornado traffic

 0

 50

 100

 150

 200

 250

 0  0.1  0.2  0.3  0.4  0.5

L
a

te
n

c
y
 (

c
y
c
le

s
)

Load (phits/node/cycle)

Latency for tornado traffic

ε, δ
Knaive 
Valiant 

8 8

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0  0.1  0.2  0.3  0.4  0.5  0.6

T
h

ro
u

g
h

p
u

t 
(p

h
it
s
/n

o
d

e
/c

y
c
le

)

Load (phits/node/cycle)

Throughput for transpose traffic

 0

 50

 100

 150

 200

 250

 0  0.1  0.2  0.3  0.4  0.5

L
a

te
n

c
y
 (

c
y
c
le

s
)

Load (phits/node/cycle)

Latency for transpose traffic

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0  0.1  0.2  0.3  0.4  0.5  0.6

T
h

ro
u

g
h

p
u

t 
(p

h
it
s
/n

o
d

e
/c

y
c
le

)

Load (phits/node/cycle)

Throughput for shuffle traffic

 0

 50

 100

 150

 200

 250

 0  0.1  0.2  0.3  0.4  0.5

L
a

te
n

c
y
 (

c
y
c
le

s
)

Load (phits/node/cycle)

Latency for shuffle traffic

Figure 4: Throughput and latency comparison of Kingεδ with Knaive Valiant
on a 32× 32 king torus under various traffic patterns.
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5 Conclusions

Interconnection networks are key components in modern computers. As one of
the main bottlenecks they strongly influence the performance of these machines.
Therefore, maximizing the use of the network resources is a top priority in
the design of future systems. King networks show a large amount of paths
connecting any two nodes. However, the use of minimal routing, like Knaive,
does not make use of all the available paths. This causes that, in adverse traffic,
only a few links are highly used, limiting the performance of the system. In
these situations there are a large amount of idle links that could be used to
improve the performance.

This paper presents a misrouting strategy that overcomes the above situ-
ation. It is based on two main ideas, direction balance and path expansion.
These are synthesized by two parameters ε and δ. A complete study has been
carried out of the impact of these two parameters in the network performance.
As a consequence of this, the best values for these parameters have been found
to be a function of the network diameter.

The strategy is implemented with look-up tables that are used at packet in-
jection time. The paper presents a way of producing the tables with a realizable
size, while preserving the virtues of the thechnique. On the other hand, being a
source routing algorithm it prevents the appearance of typical misrouting arti-
facts like livelock or starvation. Moreover, it is deadlock-free as it uses the ABR
mechanism. The main achievement of this proposal is improving the throughput
of the Knaive routing in adverse traffic patterns without significantly increasing
the latency at low loads.

Experimental results show significant improvements, both in throughput and
latency. These are more notorious in adverse traffic patterns. In benign situa-
tions, like uniform or reversal, the proposed strategy reaches similar performance
to Knaive when the network is not saturated. Therefore it is important to con-
sider congestion control techniques. The remaining patterns show very good
results, duplicating or triplicating the throughput.

The cost of this solution is the slight increase of individual packet latency.
It is controlled by the δ parameter, so it is always bounded. Interestingly, at
medium loads, the misrouting allows using more network resources, reducing
hotspots and avoiding time to be wasted in delays around them, and therefore
giving better performance.
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